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ABSTRACT 

This thesis explores the theoretical aspects of generative AI and unnormalized sampling, focusing 

on optimization challenges in probabilistic spaces. It introduces a first-order algorithm for efficient 

unnormalized sampling, utilizing unique discretization strategies and adaptive distance metrics 

suitable for complex target distributions. Other key findings include tackling the difficulties posed 

by multi-modal distributions in generative modeling and sampling. The study introduces two 

innovative approaches: (1) Using variational inference to address transport challenges in 

conditional contexts, and (2) Implementing a reverse SDE process for transitioning from multi-

modal to Gaussian distributions, demonstrating their effectiveness through theoretical and 

empirical analysis. Additionally, the work applies these sampling techniques to complex systems 

like two-layer neural networks and non-convex min-max problems, converting them to convex 

systems in probabilistic terms. This showcases the crucial role of generative model theories in both 

practical and theoretical applications. 
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